In information theory, there is a common trade-off that arises in data transmission processes, in which two goals are usually tackled independently: data compression and error detection. While data compression shrinks the message as much as possible, data preparation for error detection adds redundancy to messages so that a receiver can detect, or fix, corrupted ones. Data compression can be achieved using different strategies, often depending on the type of data being compressed. One of the most traditional methods is the method of Huffman [1], that uses ordered trees, known as Huffman trees, to encode the symbols of a given message. In 1980, Hamming proposed the union of both compression and error detection through a data structure called Hamming-Huffman tree [2], which extends the Huffman tree by allowing the detection of any 1-bit transmission error. Determining optimal Huffman-Huffman trees is still an open problem.

Hamming-Huffman Trees

A Huffman tree (HT) \( T \) is a rooted strict binary tree in which each edge \((u, v)\) using a left (resp. right) child of \( u \), is labeled by 0 (resp. 1) and there is a one-to-one mapping between the set of leaves of \( T \) and the set \( \Sigma \) of symbols of the message \( M \) to be sent. Given \( T \), each symbol of \( M \) is encoded into a binary string \( c(a) \). Such encoding is obtained by the directed path from the root of \( T \) to the leaf corresponding to \( a \). Over all possible trees, the HT for \( M \) is a tree in which its cost, defined as the sum of \( p(a)c(a) \) over all \( a \in \Sigma \), is minimized, where \( p(a) \) stands for the probability of occurrence of \( a \) and \( |c(a)| \) is the length of the string \( c(a) \).

A Huffman-Huffman tree (HHT) \( T \) is an extension of the HT in which, for each leaf labeled with a symbol \( a \in \Sigma \), there exist \( 0 \leq k \leq n \) such that each \( c(\epsilon) \) with \( 1 \leq i \leq k \) and \( c(a) \) in exactly one position. The leaves \( \epsilon \), \( a \) are called error leaves of \( a \). When \( c(a) \) is identified during the decoding process, where \( c(a) \) is an error leaf, it means that a transmission error is detected. The cost of HHT’s is defined exactly in the same way as the cost of HT’s. We define an HHT as optimal if its cost is minimum.

Figure 1 depicts an HT with cost 2.4 and an optimal HHT with cost 3.8, both having 5 symbols with uniform frequencies, that is, symbols with a same probability of occurrence.

Hamming-Huffman trees with leaves in two levels

Consider the problem of finding an optimal HHT for \( \ell \) uniform-frequency symbols such that these symbols are placed on at most two levels. We will describe an efficient algorithm for this problem. There is a one-to-one mapping between the leaves of a full binary HHT having height \( n \) and the vertices of an hypercube \( Q_n \), in which a leaf \( a \) corresponds to \( c(a) \in V(Q_n) \).

The problem of finding the minimum number of error leaves in a full binary HHT \( T \), of height \( n \) with symbol leaves, is equivalent to that of finding one that minimizes \( \sum L \), over all independent sets \( L \) of cardinality \( \ell \) in \( n \)-cubes. Define \( \varphi(\ell, n) \) as this minimum value:

For an optimal HHT with leaves on two levels \( h_1 < h_2 \), consider that there are \( \ell_1 \) symbol leaves on level \( h_1 \), for some \( 1 \leq h_1 \leq \lceil \log \ell \rceil + 1 \) and \( 1 \leq \ell_1 \leq \min(\ell, 2^{n-1}) \). Therefore, the minimum number of error leaves is \( \varphi(\ell_1, h_1) \) and thus \( r(\ell_1, h_1) = 2^n - (\ell_1 + \varphi(\ell_1, h_1)) \) is the number of leaves that neither are symbol nor error leaves. The remaining \( \ell_2 = \ell - \ell_1 \) symbols are distributed among the subtrees rooted at these \( \ell_1 \) leaves. To accomplish this, each subtree is required to have precisely height \( h'(\ell_1, h_1) = \lceil \log \frac{n}{\ell_1} \rceil + 1 \). The strategy is to choose among all the possible trees, one that has minimum cost. Given \( h_1, \ell_1 \) and \( \ell \), the cost of each tree is given by

\[
T(h_1, \ell_1, \ell) = \begin{cases} \theta_1, & \ell = \ell_1 \\ +\infty, & \text{if } r(\ell_1, h_1) > 0 \text{ and } \ell > \ell_1 \\ \theta_1 + \ell h'(\ell_1, h_1), & \text{otherwise.} \end{cases}
\]

The cost of an optimal tree for \( \ell \) symbols can be obtained by

\[
\min\{T(h_1, \ell_1, \ell): 1 \leq h_1 \leq \lfloor \log \ell \rfloor + 1, 1 \leq \ell_1 \leq \min(\ell, 2^{n-1})\}.
\]

Conjecture

\( \Sigma \) is a set of symbols having a same frequency. There exists an optimal Huffman-Huffman tree associated with \( \Sigma \) in which all leaves are on at most two levels, as formalized in the following conjecture.

Regarding general Hamming-Huffman trees

We have implemented two algorithms. The first one is a backtracking that finds an optimal Hamming-Huffman tree. The second one is a dynamic programming algorithm that evaluates a lower bound for the cost of an optimal Hamming-Huffman tree. Both consider \( \ell \) symbols with uniform frequencies. With respect to the backtracking, we have tested all values of \( 1 \leq \ell \leq 38 \), concluding that there is always an optimal Hamming-Huffman tree with at most two levels. Concerning the dynamic programming algorithm, we have tested all values of \( 1 \leq \ell \leq 400 \). We have verified that, for some cases, the lower bound was equal to the cost of the corresponding optimal two level HHT’s.

Considering the results of the experiments, we believe that optimal HHT’s for symbols with uniform frequencies indeed have leaves on at most two levels, as formalized in the following conjecture.
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