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This work presents a hybrid exact-heuristic algorithmic

approach, based on an arc-time indexed mixed-integer

programming formulation and a generalized evolutionary based on

a strong local search, in order to better solve the problem

𝑃||σ𝛼𝑗𝐸_𝑗 + 𝛽𝑗 𝑇𝑗 (WET). The selected arcs from local optimal

solutions generated by a Genetic Algorithm based on a strong

Local Search (GLS), are given as input to an IP Arc-time indexed

formulation, which is solved to produce better solutions at CPLEX.

The proposed Hybrid Matheuristic method is capable to produce

better results when compared with the previous best results in the

literature.

Figure 1: (a) An instance example of 𝟖 jobs for the weighted tardiness and earliness-tardiness scheduling

problem. Scheduling examples for the (b) identical parallel machines using machine-oriented Gantt

chart and (c) the single sequence representation.
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Kramer and Subramanian [5] MathGLS-IP

Best run Average Best run Average

GAP 

(%)
BKS

GAP 

(%)
Time (s)

GAP 

(%)
# *

GAP 

(%)
Time (s)

wet40-2m 0,000 12 0,000 5,592 0,000 24 0 0,001 6,420

wet40-4m 0,000 12 0,001 6,258 0,000 24 0 0,001 9,261

wet40-10m 0,000 5 0,000 4,080 0,000 25 0 0,002 8,882

wet50-2m 0,000 11 0,001 12,617 0,000 23 0 0,000 13,623

wet50-4m 0,000 12 0,306 14,145 0,000 25 0 0,004 15,939

wet50-10m 0,000 5 0,014 9,320 0,000 24 0 0,038 13,686

wet100-2m 0,000 12 0,008 168,483 0,000 24 0 0,004 166,087

wet100-4m 0,790 6 0,858 190,309 0,000 23 4 0,055 114,163

wet100-10m 0,161 0 0,227 140,380 0,089 8 0 0,332 102,153

Total --- 75 --- --- --- 200 4 --- ---

Average 0,106 --- 0,157 61,243 0,010 --- --- 0,049 50,024

# – Amount of solutions equal to BKS
BKS – Amount of Best Known Solutions in the literature * – Amount of improved solutions

Considering the classical NP-hard parallel-machine weighted

earliness-tardiness scheduling problem, 𝑷||σ𝜶𝒋𝑬𝒋 + σ𝜷𝒋 𝑻𝒋
(WET), in 3-field notation [1], where 𝒋 = {𝟏,… , 𝒏} is the set of

independent jobs to be processed without preemption, in 𝒎
identical parallel machines, where each one can process at least

one job on a given time. Every job 𝑗 has a positive processing time

𝑝𝑗, a due date 𝑑𝑗 and a positive earliness (𝛼𝑗) and tardiness (𝛽𝑗)

weights. The earliness of a job is defined as 𝐸𝑗 = max{0; 𝑑𝑗 − 𝐶𝑗}

and the tardiness of a job is defined as 𝑇𝑗 = max{0; 𝐶𝑗 − 𝑑𝑗},

where 𝐶𝑗 is the completion time of the job [2]. Figure 1 (a) presents

an example of 8 jobs for the problem followed by a solution

representation for single machine scheduling in Figure 1 (b) and its

corresponding representation for identical parallel machines in

Figure 1 (c), considering three identical parallel machines.

The objective of this work is to develop an exact-heuristic method

to solve large instances of the the identical parallel machine

Weighted Just-in-Time Scheduling Problem.

𝛼𝑗𝐸_𝑗 + σ𝛽𝑗 𝑇𝑗

In Table 1 we present a resume of the computational experiments,

compared with the literature. MathGLS-IP solves large instances up to

500 jobs and 2, 4 and 10 identical parallel machines. Our method

also presents results for 200 instances, not yet known in the literature,

and improved 4. Detailed results can be observed at Amorim [4].
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Figure 2: GLS - Crossover operation followed by local search, where the best local optimal

solution of every generation is kept in a Hash Table.

Figure 3: (a) Parallel machine network flow representation for the solution in Figure 1 (c) and the stored arcs

from this solution in a hash table presented in (b) (we keep a set of stored solutions - not only one solution).

The Hybrid Matheuristic (MathGLS-IP) is based on two steps:

The best local optimal solution generated by the GLS

(Figure 2) is kept in a Hash Table on every generation,

which will be used as a selected set of arcs to the IP Arc-

time formulation. A solution representation of the Arc-time

is presented in Figure 3.

- STEP 1: Heuristic approach (GLS)

When GLS procedure finishes, the selected arcs kept in

the Hash Table are used to build the Arc-time, and then,

solve it in CPLEX to get better convergence or improve

the solution for a given instance of the problem. The Arc-

time indexed formulation, proposed by Pessoa et al. [3], is

presented bellow. The MathGLS-IP method eliminates the

Constraints (4), in order to decrease the number of binary

variables of idle time at the end of a scheduling.

- STEP 2: Exact approach (Solving the Arc-time)
Table 1: Computational Experiments compared with the Literature for the problem 𝑷||σ𝜶𝒋𝑬𝒋 + σ𝜷𝒋𝑻𝒋 with

40, 50 and 100 jobs on 2-10 machines.


